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ABSTRACT

We introduce LLaVAC, a method for constructing a classifier for multimodal sentiment analysis.
This classifier is capable of classifying both text and image modalities by performing fine-tuning on
the Large Language and Vision Assistant (LLaVA). In this work, we design a prompt to consider
unimodal and multimodal labels and fine-tune LLaVA for classifying multimodal sentiment labels by
generating predicted labels. Our method outperforms baselines by up to 7.31% in accuracy and by
8.76% in weighted-F1 in the MVSA-Single dataset across three dataset processing procedures.

Keywords Multimodal large language model · Prompt tuning · Sentiment classification

1 Introduction

Multimodal Sentiment Analysis (MSA) refers to the process of detecting polarities or attitudes by considering multiple
modalities, such as images, text, and speech. The polarities (label) in each modality is commonly 3-class classification
(positive, negative, and neural) [Lopes et al., 2021].

Existing studies in MSA has focused on fusing multiple modalities by presenting complex approaches [Cheema et al.,
2021, Jiang et al., 2020, Li et al., 2022] along with pre-trained models such as BERT [Devlin et al., 2019], RoBERTa
[Liu et al., 2019], and CLIP [Radford et al., 2021], to improve sentiment classification. Meanwhile, Large Language
Models (LLMs) have shown their effectiveness in various language processing tasks, such as text classification [Sun
et al., 2023a]. However, their applications have primarily focused on the text domain [Naveed et al., 2023], which may
not be entirely suitable for the multimodal domain, especially in the context of MSA.

To address this limitation, Multimodal Large Language Models (MLLMs) have been developed, broadening the scope
and enhancing the versatility of processing to include multiple modalities [Sun et al., 2023b, Yang et al., 2023]. However,
the exploration of MLLMs within MSA remains unexplored in a context similar to that of LLMs.

Given the above statement, in this work, we introduce LLaVAC, a method that involves fine-tuning a MLLM, particularly
LLaVA, for constructing a multimodal sentiment classifier. This method aims to leverage the strengths of MLLMs in
the processing and analyzing of multimodal data, including image and text. The goal is to improve MSA capabilities
while simultaneously minimizing the reliance on complex and manual feature engineering.

Our contributions are summarized as follows:
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Figure 1: Our LLaVAC method that utilizes fine-tuned LLaVA classifier to predict image, text, and multimodal labels
from a prompt containing image and text data.

• We propose LLaVAC, a method that constructs a classifier for multimodal sentiment analysis, incorporat-
ing prompt design and fine-tuning of LLaVA. Our code is publicly available at https://github.com/
tchayintr/llavac.

• Experimental results demonstrate the effectiveness of our method by outperforming all baselines.

2 Background and Related Work

2.1 Multimodal Sentiment Analysis

MSA is an evolving research field focused on analyzing sentiments in various data types, such as images, videos, audio,
and text [Cheema et al., 2021]. By Combining computer vision, natural language processing, and machine learning,
MSA has shown success in areas such as social media, customer service, and product reviews [Gandhi et al., 2023].

Previous work has focused on fusing multiple modalities with pre-trained models to predict a multimodal label that
encapsulates sentiment labels for each modality. For example, Cheema et al. [2021] concatenated image and text
features initialized from CLIP [Radford et al., 2021] and RoBERTa [Liu et al., 2019], respectively. Wang et al. [2023]
fused both features through Convolutional Neural Networks (CNNs) along with Convolutional Block Attention Module
(CBAM) [Woo et al., 2018] where the image and text features were initialized from Residual Networks (ResNet) [He
et al., 2015] and BERT [Devlin et al., 2019].

These approaches achieved state-of-the-art performance with their complicated methods, emphasizing the effectiveness
of using pre-trained models such as CLIP, RoBERTa, and BERT. However, to the best of our knowledge, MLLMs have
not been applied to initialize image and text features in MSA.

2.2 Multimodal Large Language Models as a Classifier

Applying LLMs has recently proven effective in various NLP tasks, which has inspired the development of MLLMs
integrating images, videos, and audio [Naveed et al., 2023]. However, to the best of our knowledge, Sun et al. [2023a]
is the only study that has incorporated LLMs, including RoBERTa and GPT-3, using prompts to build a classifier
specifically for Sentiment Analysis, but not for MSA. Recognizing this gap, our work aims to utilize a MLLM,
specifically LLaVA [Liu et al., 2023a,b], to develop a classifier tailored for MSA.

3 Methodology

We propose LLaVAC, a method to build a classifier for multimodal sentiment analysis, specifically for image and text
data, to classify image, text, and multimodal labels.
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Our method involves designing a prompt along with its corresponding response, and then fine-tuning LLaVA. This
enables us to utilize its prior knowledge and adapt the LLaVA as a multimodal sentiment classifier to predict the
multimodal label, as shown in Figure 1.

3.1 Prompt Design

Previous studies [Xu and Mao, 2017, Cheema et al., 2021, Zhang et al., 2023] utilized only the multimodal label without
considering text and image labels. Therefore, we designed a prompt to manipulate the LLaVA fine-tuning considering
both modalities when assigning image, text, and multimodal labels subsequently.

Figure 2 illustrates an example of our prompt and the corresponding response used to fine-tune LLaVA. This prompt,
along with its corresponding response, contains image, text, and multimodal labels for each image-text pair, formatted
to be compatible with LLaVA fine-tuning.5

3.2 Fine-tuned LLaVA Classifier

We simply use our fine-tuned LLaVA classifier in the zero-short classification scenario to inference a prompt similar to
Figure 2 without its response to predict image, text and multimodal labels as output.

Prompt:
Consider the following Image and Text.
Image: <image>
Text: RT @babeshawnmendes: "that was really energetic"

Classify the sentiment labels (negative, neutral, positive) for the Image and Text labels, separately.
Finally, jointly analyze and classify the multimodal label for both Image and Text.
Provide a short answer with 3 labels for Text, Image, and Multimodal labels, respectively.

Response:
positive, positive, positive

Figure 2: Example prompt with its response, including image, text, and multimodal labels, where <image> denotes the
LLaVA-compatible image data, used for fine-tuning the model.

4 Experiments

4.1 Dataset

In this study, we chose the MVSA-Single dataset6 to evaluate our approach. This dataset comprises image-text pairs
from Twitter. The MVSA dataset is divided into two subsets: MVSA-Single and MVSA-Multiple. In MVSA-Single, a
single annotator assigns separate labels to both the image and the text, while in MVSA-Multiple, three annotators are
used for involved in labeling each pair.

We used three different procedures to process the dataset. First, we divided the dataset into 10 splits, with each split
comprising train, validation, and test sets, as described in Cheema et al. [2021] on fairness. Second, we randomly divide
the dataset into train, validation and test sets in an 8:1:1 ratio, as performed by Xu and Mao [2017], Wang et al. [2023].
Lastly, we use the separation from Zhang et al. [2023].

4.2 Experimental Settings

We utilized LLaVA (v1.5-7b)7 as our base model. We fine-tuned it using LLaVA hyperparameters with LoRA [Hu
et al., 2021], as suggested in Liu et al. [2023a,b]. All relevant settings are accessible at https://github.com/
haotian-liu/LLaVA.

5https://github.com/haotian-liu/LLaVA/blob/main/docs/Finetune_Custom_Data.md
6https://mcrlab.net/research/mvsa-sentiment-analysis-on-multi-view-social-data
7https://huggingface.co/liuhaotian/llava-v1.5-7b
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Unlike previous works, such as Cheema et al. [2021], which removed hashtags and links to achieve the best scores
on the test set, our approach retains these elements in the text samples during the fine-tuning and testing phases. As
LLaVA does not require a validation set in the fine-tuning phase, we utilized only the train set for fine-tuning and the
test set for the evaluation step. This differs from previous work Xu and Mao [2017], Cheema et al. [2021], Li et al.
[2022], Wang et al. [2023] that employed a validation set. In addition, we use Apache Spark8 to process the dataset,
ensuring high performance, scalability, and adaptability for data handling.

4.3 Evaluation Metrics

We evaluated our approach on three dataset processing procedures using accuracy and weighted-F1 scores, as employed
in Cheema et al. [2021]. Specifically, in the case of dividing the dataset into 10 splits, as outlined in Section 4.1, we
computed the average scores in all splits to demonstrate overall performance.

4.4 Results

Tables 1, 2, and 3 illustrate the evaluation results comparing our model with the baseline models. According to these
results, our model outperformed all baseline models in all evaluation metrics, with the exception of the model by
Zhang et al. [2023] in terms of accuracy. This suggests the potential effectiveness of using MLLMs in fine-tuning for
classification tasks.

Table 1: Comparison of our model’s results with previous works using dataset splits similar to Cheema et al. [2021].
Both Acc and F1 are averaged over the splits.

Models Acc F1

MultiSentiNet [Xu and Mao, 2017] 63.27 59.12
FENet-BERT [Jiang et al., 2020] 69.02 67.30
Se-MLNN [Cheema et al., 2021] 75.33 73.76
Ours 76.24 76.36

Table 2: Comparison of our model’s results with previous works using a random dataset split, as outlined by Wang et al.
[2023].

Models Acc F1

FENet-BERT [Jiang et al., 2020] 74.21 74.06
CMCN [Peng et al., 2022] 73.61 75.03
CLMLF [Li et al., 2022] 75.33 73.46
CBAM [Wang et al., 2023] 77.11 76.55
Ours 77.05 76.76

Table 3: Comparison of our model with previous work using the dataset split similar to Zhang et al. [2023].

Models Acc F1

QMF [Zhang et al., 2023] 78.07 76.30
Ours 85.36 85.06

5 Conclusion

We presented LLaVAC, a method to construct a classifier for multimodal sentiment analysis by fine-tuning LLaVA to
generate only image, text, and multimodal labels. We archived this by creating a prompt to manipulate the LLaVA in
considering both image and text modalities, and generate only their labels. LLaVAC outperformed the baselines on the
MVSA-Single dataset, achieving up to 7.31% and 8.76% in accuracy and weighted-F1, respectively.
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